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Abstract- A novel splitting criterion based on alpha diverge is uses to generalize several well-known
splitting criteria such as those used in C4.5 adRT. The new method neighborhood cleaning rule (NCL
outperformed simple random and one sided selecsiarsed. The success of SVM is very limited wheis it
applied to the problem learning from imbalancedadets in which negative instance heavily outnuntber
positive instance. To generate best performingsiflas we introduce "budget sensitive" progressaenpling
algorithm for selecting training examples. Machlearning algorithms have been used to build clasdibn
rules from datasets consisting of hundreds of tands of instance. The imbalanced learning problem i
concerned with the performance of learning algariin the presence of underrepresented data and clags
distribution skews. Adapt machine learning algarithre been used for imbalance class and misclzessifin
cost for the look at under sampling and oversargphihich increase or decrease respectively.

Index Terms- Training examples; classification; machine learning
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2. IMPROVING |IDENTIFICATION OF
DIFFICULT SMALL CLASSES BY
BALANCING CLASSDISTRIBUTION

Real-world data sets often have imbalance
class distribution, because many natural process
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example, rare diseases in a population may result i Support Vector Machines (SVM) was
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very small number of positive instances which ard. LEARNING WHEN TRAINING DATA ARE
hard to classify correctly, but important to detecCOSTLY: THE EFFECT OF CLASS
nevertheless . An imbalance of 100 to 1 existsdnd DISTRIBUTION ON TREE INDUCTION
detection domains, even approaching 100,000 to 1 in In many real-world situations the number of
other applications. training examples must be limited because obtaining
Classifiers generally perform poorly onexamples in a form suitable for learning may belgos
imbalanced datasets because they are designedatal/or learning from these examples may be costly.
generalize from sample data and output the simpleBhese costs include the cost of obtaining the rata,d
hypothesis that best fits the data, based on tleaning the data, storing the data, and transfaymi
principle of Occam’s razor. This principle isthe data into a representation suitable for lea;nas
embedded in the inductive bias of many machineell as the cost of computer hardware, the cost
learning algorithms including decision trees, whictassociated with the time it takes to learn from the
favor shorter trees over longer ones. With imbadanc data, and the “opportunity cost” associated with
data, the simplest hypothesis is often the one thatiboptimal learning from extremely large data sets
classifies almost all instances as negative Anotheiue to limited computational resources. When these
factor is that making the classifier too specifiayn costs make it necessary to limit the amount ohing
make it too sensitive to noise and more pronedonle data, an important question is: in what proportion
an erroneous hypothesis. Certain algorithmshould the classes be represented in the trairatafd
specifically modify the behavior of existing In answering this question, this article makes two
algorithms to make them more immune to noisynain contributions. It addresses (for classifiaadiee
instances, such as the IB3 algorithm for KNN, oinduction) the practical problem of how to seldu# t
pruning of decision trees, or soft margins in SVM class distribution of the training data when theoan
While these approaches work well for balancedf training data must be limited, and, by providiag
datasets, with highly imbalanced datasets havindetailed empirical study of the effect of class
ratios of 50 to 1 or more the simplest hypothesis iistribution on classifier performance, it providas
often the one that classifies every instance dsetter understanding of the role of class distidyuin
negative. Furthermore, the positive instances aan kearning Some practitioners believe that the nétura
treated as noise and ignored completely by theccurring marginal class distribution should beduse
classifier. A popular approach towards solving ¢hesfor learning, so that new examples will be classifi
problems is to bias the classifier so that it payge using a model built from the same underlying
attention to the positive instances. This can beedo distribution. Other practitioners believe that the
for instance, by increasing the penalty associaftil  training set should contain an increased percerafge
misclassifying the positive class relative to theminority-class examples, because otherwise the
negative class. Another approach is to preprodess tinduced classifier will not classify minority-class
data by oversampling the majority class or undezxamples well. This latter viewpoint is expressgd b
sampling the minority class in order to create #he statement, “if the sample size is fixed, a fedal
balanced dataset. We combine both of thesample will usually produce more accurate predistio
approaches in our algorithm and show that we cahan an unbalanced split”. However, we are aware of
significantly improve the performance of SVMno thorough prior empirical study of the relatioipsh
compared to applying any one approach. We aldmetween the class distribution of the training datd
show in this paper that even though under samplindassifier performance, so neither of these vieas h
the majority class does improve SVM performanceyeen validated and the choice of class distribution
there is an inherent loss of valuable information ioften is made arbitrarily—and with little
this process. Our goal was to retain and use thiswderstanding of the consequences. In this antiele
valuable information, while simultaneously boostingorovide a thorough study of the relationship betwee
the efficacy of oversampled data. Combined witk thiclass distribution and classifier performance and
dual approach we also used a bias to make SVM mapeovide guidelines—as well as a progressive samplin
sensitive to the positive class. We specificallpsd  algorithm—for  determining a  “good”  class
SVM to attack the problem of imbalanced datalistribution to use for learning.
because SVM is based on strong theoretical
foundations and our empirical results show that it There are two situations where the research
performs well with moderately imbalanced data evedescribed in this article is of direct practicaleus
without any modifications. Its unique learningWhen the training data must be limited due to & c
mechanism makes it an interesting candidate faf learning from the data, then our results- angl th
dealing with imbalanced datasets, since SVM onlguidelines we establish—can help to determine the
takes into account those instances that are ofofeet class distribution that should be used for thenirg
boundary, i.e. the support vectors, for building itdata. In this case, these guidelines determine how
model. This means that SVM is unaffected by nonmany examples of each class to omit from the tngini
noisy negative instances far away from the boundasget so that the cost of learning is acceptable. The
even if they are huge in number. second scenario is when training examples areycostl
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to procure so that the number of training examples Most learning systems usually assume that
must be limited. In this case the research predente training sets used for learning are balanced. Hewev
this article can be used to determine the propomio this is not always the case in real world data wher
training examples belonging to each class thatldhouone class might be represented by a large number of
be procured in order to maximize classifierexamples, while the other is represented by only a
performance. Note that this assumes that one céaw. This is known as the class imbalance problem
select examples belonging to a specific class. Thand is often reported as an obstacle to the incluatf
situation occurs in a variety of situations, such agood classifiers by Machine Learning (ML)
when the examples belonging to each class aadgorithms. Generally, the problem of imbalanced
produced or stored separately or when the mainisostdata sets occurs when one class represents a
due to transforming the raw data into a form sdiéab circumscribed concept, while the other class
for learning rather than the cost of obtaining the, represents the counterpart of that concept, so that
labeled, data. Fraud detection provides one examp&amples from the counterpart class heavily
where training instances belonging to each clasgeco outnumber examples from the positive class. This so
from different sources and may be procuredf data is found, for example, in medical record
independently by class. Typically, after a bill leen databases regarding a rare disease, were there is a
paid, any transactions credited as being fraudw@ent large number of patients who do not have that disea
stored separately from legitimate transactionsontinuous fault-monitoring tasks where non-faulty
Furthermore transactions credited to a customer agzamples heavily outnumber faulty examples, and
being fraudulent may in fact have been legitimate]l others. In recent years, there have been several
so these transactions must undergo a verificatiattempts at dealing with the class imbalance proble
process before being used as training data. in the field of Data Mining and Knowledge Discovery
in Databases, to which ML is a substantial
In other situations, labeled raw data can beontributor. Related papers have been published in
obtained very cheaply, but it is the process ofnffag the ML literature aiming to overcome this problem.
usable training examples from the raw data that iEhe ML community seems to agree on the hypothesis
expensive. As an example, consider the phone datat the imbalance between classes is the major
set, one of the twenty-six data sets analyzed is thobstacle in inducing classifiers in imbalanced
article. This data set is used to learn to classifgomains. However, it has also been observed that in
whether a phone line is associated with a busioeas some domains, for instance the Sick data set ,
residential customer. The data set is constructad f standard ML algorithms are capable of inducing good
low-level call-detail records that describe a phonelassifiers, even using highly imbalanced trairsets.
call, where each record includes the originating anThis shows that class imbalance is not the only
terminating phone numbers, the time the call wagroblem responsible for the decrease in performance
made, and the day of week and duration of the cabif learning algorithms. we developed a systematic
There may be hundreds or even thousands of ca#itudy aiming to question whether class imbalances
detail records associated with a given phone kfle, hinder classifier induction or whether these
of which must be summarized into a single trainingleficiencies might be explained in other ways. Our
example. Billions of call-detail records, coveringstudy was developed on a series of artificial detz
hundreds of millions of phone lines, potentiallye ar in order to fully control all the variables we wadtto
available for learning. Because of the effort aeged analyze. The results of our experiments, using a
with loading data from dozens of computer tapegliscrimination-based inductive scheme, suggestad th
disk-space limitations and the enormous processinfje problem is not solely caused by class imbalance
time required to summarize the raw data, it is ndiut is also related to the degree of data ovenappi
feasible to construct a data set using all avadlaglv among the classes. The results obtained in this
data. Consequently, the number of usable trainingrevious work motivated the proposition of two new
examples must be limited. In this case this wasedomethods to deal with the problem of learning in the
based on the class associated with each phone lingaresence of class imbalance. These methods ally a
which is known. The phone data set was limited tknown over-sampling method, namely Smote , with
include approximately 650,000 training examplestwo data cleaning methods: Tomek links and Wilson’s
which were generated from approximately 60@Edited Nearest Neighbor Rule. The main motivation
million call-detail records. Because huge transaeti behind these methods is not only to balance the
oriented databases are now routinely being used fvaining data, but also to remove noisy examplagly
learning, we expect that the number of trainingn the wrong side of the decision border. The reahov
examples will also need to be limited in many &gt of noisy examples might aid in finding better-defin
cases. class clusters, therefore, allowing the creation of
simpler models with better generalization capdbedit
5. A STUDY OF THE BEHAVIOR OF SEVERAL In addition, in this work we perform a broad
METHODS FOR BALANCING MACHINE experimental evaluation involving ten methods, ¢hre
LEARNING TRAINING DATA of them proposed by the authors, to deal with thesc
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imbalance problem in thirteen UCI data sets. We < Incorporating random noise into the feature
concluded that over-sampling methods are abledo ai values or into some parameters of the
in the induction of classifiers that are more aateir learning model considered.
than those induced from under-sampled data seis. TiViost of the research done up to now has been
result seems to contradict results previously shielil concerned with the creation of ensembles consisting
in the literature. Two of our proposed methodsf classifiers based on the same learning model.
performed well in practice, in particular for da@ts Although it is likely that learning with different
with a small number of positive examples. It is thor algorithms will produce diverse classifiers, this
noting that Random over-sampling, a very simpleliversity is not guaranteed. Moreover, this appnoac
over-sampling method, is very competitive to moravould require the employment of an effective
complex over-sampling methods. weighted combination, since some of these classifie
would perform much worse than others. Ensembles
6. NEW APPLICATIONS OF ENSEMBLES OF based on the combination of a set of classifiees ar
CLASSIFIERS currently used to achieve higher recognition accyira
Recently, efforts aimed at combining multiplein this paper, we explore possibilities to obtathes
classifiers into one classification system (ensendfl benefits from the employment of an ensemble. In
classifiers, multiple classifier systems, mixture particular, we present results of experiments edrri
experts, committees of learners, etc.) have becorpet to research the convenience of using ensembles
very popular, and are regarded as one of the mdst three different tasks:
promising current research directions in machine
learning and pattern recognition . The main purposs) To cope with unbalanced training samples,
for building up an ensemble is to obtain higheb) To get scalabilty of some pre-processing
classification accuracy than that produced by italgorithms,
components (individual classifiers that make it.up)c) To filter the training sample.
Ensembles have been defined as consisting of @f setin our research, we have focused on the widely used
individually trained classifiers whose decisions arnearest neighbour rule. This selection has been
combined when classifying new instances. Thenotivated by the flexibility and other positive
combination can be made in many different ways. Theharacteristics of this classification method.
simplest employs the majority rule in a plain vgtin
system. Despite its simplicity, it is generally aeded 7. HETEROGENEOUS UNCERTAINTY
as a very robust combination. More elaborate schens&M PLING FOR SUPERVISED LEARNING
use weight voting rules, where each component is Machine learning algorithms have been used
associated with a weight. This weight is computetb build classification rules from data sets catirsis
while training the classifier, and must reflect howof hundreds of thousands of instances. In some
accurate the individual classifier is, as estimdtgits applications unlabeled training instances are ahuind
performance on the training set. Other, mordut the cost of labeling an instance with its class
sophisticated, architectures have also been prdposkigh. In the information retrieval application
consisting of two levels of classifiers in what leen described here the class labels are assigned by a
called ‘stacked-generalisation’ or ‘metalearninghuman, but they could also be assigned by a compute
(learning from the information generated by a det gimulation or a combination of both . The termsctera
learners ). It is widely accepted that improvement and teacher have been used for the source of jabels
the overall predictive accuracy by the ensemble came will usually call it the expert. Where one ofth
occur only if there is diversity among its compotsen constraints on the induction process is a limittioa
i.e. if the individual classifiers do not alwaysreg. number of instances presented to the oracle, the
Of course, no benefit arises from combining thehoice of instances becomes important. Random
predictions of a set of classifiers that frequentlsampling may be ineffective if one class is vemera
coincide in the classifications (strongly correthte all of the training instances presented may haee th
classifiers). Although measuring diversity is notmajority class. To make more effective use of the
straightforward , this classifiers’ independences haexpert's time, methods that we collectively call
been sought through different ways, by: uncertainty sampling label data sets incrementally,
alternating between two phases: presenting therexpe
e Manipulating the training patterns (traininga few instances to label, and selecting (from iefiar
each classifier on different subsets of thénfinite source) instances whose labels are still
training prototypes): cross-validation, uncertain despite the indications contained in
bagging, boosting, etc. previously labeled data. The type of classifierduse
« Manipulating the input features (traininguncertainty sampling must be cheap to build and to
each classifier with different subsets of theuse. At each iteration a new classifier is built

available features). (fortunately from a small sample) and then applied
« Manipulating the class labels of the training(unfortunately to a large sample). Our uncertainty
prototypes. sampling method also requires an estimate of the
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certainty of classifications (a class-probabiliglue); SMOTE and NCR. The observed improvements
not all induction systems provide this. This papevaried over different imbalanced data sets, theegfo
examines a heterogeneous approach in which im this study we have decided to explore conditions
classifier of one type selects instances for trgjrda  where the SPIDER method could be more efficient
classifier of another type. It is motivated bythan simpler re-sampling methods. To achieve this
applications requiring a type of classifier thatukb goal we have planned controlled experiments with
be too computationally expensive to use to selespecial artificial data sets. According to relateotks
instances. many experiments were conducted on real-life data
sets (e.g., coming from UCI). The most well known
8. LEARNING FROM IMBALANCED DATA IN  studies with artificial data are the works of Japlaz,
PRESENCE OF NOISY AND BORDERLINE who showed that simple class imbalance ratio was no
EXAMPLES the main difficulty. The degradation of performance
In some real-life problems, the distributionwas also related to other factors, mainly to small
of examples in classes is highly imbalanced, whicHisjuncts, i.e., the minority class being decompose
means that one of the classes (further called iato many sub-clusters with very few examples. ®the
minority class) includes much smaller number ofesearchers also explored the effect of overlapping
examples than the other majority classes. Clag®tween imbalanced classes — more recent
imbalance constitutes a difficulty for most leagnin experiments on artificial data with different deggeof
algorithms, which assume even class distributiosh aroverlapping also showed that overlapping was more
are biased toward learning and recognition of thinportant than the overall imbalance ratio.
majority classes. As a result, minority examplexte
to be misclassified. This problem has been intehgiv Following these motivations we prepare our
researched in the last decade and several methadtficial data sets to analyze the influence oé th
have been proposed. They are usually divided infaresence and frequency of the noisy and borderline
solutions on the data level and the algorithmielev examples. We also plan to explore the effect of the
Solutions on the data level are classifier-indepahd decomposition of this class into smaller subclisster
and consist in transforming an original dateand the role of changing decision boundary between
distribution to change the balance between classadasses from linear to non-linear shapes. The main
e.g., by re-sampling techniques. Solutions on tham of our study is to examine which of these fexto
algorithmic level involve modification of either were critical for the performance of the methods
learning or classification strategies. Some re$easc dealing with imbalanced data. In the experiments we
also generalize ensembles or transform the imbalancompare the performance of the SPIDER method and
problem to cost sensitive learning. In this paper wthe most related focused re-sampling NCR method
are interested in focused re-sampling techniquewjth the oversampling methods suitable to handle
which modify the class distribution taking intoclass decomposition and the basic versions ofdree
account local characteristics of examples. Inspived rule-based classifiers.
distinguish between safe, borderline and noisy
examples. Borderline examples are located in tha ar9. LEARNING FROM IMBALANCED DATA
surrounding class boundaries, where the minority an RECENT developments in science and
majority classes overlap. Safe examples are placedtechnology have enabled the growth and availability
relatively homogeneous areas with respect to thescl of raw data to occur at an explosive rate. This has
label. Finally, by noisy examples we understandreated an immense opportunity for knowledge
individuals from one class occurring in safe arefs discovery and data engineering research to play an
the other class. We claim that the distribution oéssential role in a wide range of applications from
borderline and noisy examples causes difficultms f daily civilian life to national security, from empwise
learning algorithms, thus we focus our interest omformation processing to governmental decision-
careful processing of these examples. Our study fsaking support systems, from micro scale data
related to earlier works of Stefanowski and Wilk oranalysis to macro scale knowledge discovery. In
selective pre-processing with the SPIDER (Selectiveecent years, the imbalanced learning problem has
Preprocessing of Imbalanced Data) method . Thidrawn a significant amount of interest from acadgmi
method employs the Edited Nearest Neighbor Rul@dustry, and government funding agencies. The
(ENNR) to identify the local characteristic offundamental issue with the imbalanced learning
examples, and then it combines removing the mgjoriproblem is the ability of imbalanced data to
class objects that may result in misclassifyingeoty significantly compromise the performance of most
from the minority class with local over-sampling ofstandard learning algorithms. Most standard
these objects from the minority class that aralgorithms assume or expect balanced class
“overwhelmed” by surrounding objects from thedistributions or equal misclassification costs.
majority classes. Experiments showed that thigherefore, when presented with complex imbalanced
method improved the recognition of the minorityssla data sets, these algorithms fail to properly regpres
and was competitive to the most related approachése distributive characteristics of the data and
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resultantly provide unfavourable accuracies actioss technique, called cost curves, discussed brieflshén
classes of the data. When translated to real-worltext section, we show that under sampling prodaces
domains, the imbalanced learning problem representsasonable sensitivity to changes in misclassiticat
a recurring problem of high importance with wide-costs and class distribution. However, when using
ranging  implications,  warranting increasingC4.5’s default settings, over-sampling is surpggin
exploration. This increased interest is reflectedhie ineffective, often producing little or no change in
recent instalment of several major workshopsperformance as these factors are changed. We go on
conferences, and special issues including the explore which aspects of C4.5 result in under-
American Association for Artificial Intelligence d&wv  sampling being so effective and why they fail to be
the Association for the Advancement of Artificial useful for over-sampling. We have previously shown
Intelligence) workshop on Learning from Imbalancedhat the splitting criterion has relatively littdfect on
Data Sets (AAAI '00) , the International Conferencecost sensitivity. Observed that costs and class
on Machine Learning workshop on Learning fromdistribution primarily affect pruning. Still, we dlinot
Imbalanced Data Sets (ICML'03), and thefind that this was the main cause of the difference
Association for Computing Machinery Specialbetween the two sampling schemes. Oversampling
Interest Group on Knowledge Discovery and Dat#éends to reduce the amount of pruning that occurs.
Mining Explorations (ACM SIGKDD Explorations Under-sampling often renders pruning unnecessary.
'04). With the great influx of attention devotedttte By removing instances from the training set, inssu
imbalanced learning problem and the high activity othe growth of many branches before pruning can take
advancement in this field, remaining knowledgeableffect. We find that over-sampling can be made-cost
of all current developments can be an overwhelmingensitive if the pruning and early stopping paramset
task. As can be seen, the activity of publications are set in proportion to the amount of over-sangplin
this field is growing at an explosive rate. Duetlte that is done. But the extra computational costsufig
relatively young age of this field and becausetsf i over-sampling is unwarranted as the performance
rapid expansion, consistent assessments of past awhieved is, at best, the same as under-sampling.
current works in the field in addition to projectfor
future research are essential for long-termil. USING RANDOM FOREST TO LEARN
development. In this paper, we seek to provide BMBALANCED DATA
survey of the current understanding of the imbadnc Many practical classification problems are
learning problem and the state-of-the-art solutiongnbalanced; i.e., at least one of the classes itorest
created to address this problem. Furthermore,deror only a very small minority of the data. For such
to stimulate future research in this field, we als@roblems, the interest usually leans towards correc
highlight the major opportunities and challenges foclassification of the “rare” class (which we wigfer
learning from imbalanced data. to as the “positive” class). Examples of such peoid
include fraud detection, network intrusion, rare
10. C45, CLASS IMBALANCE, AND COST disease diagnosing, etc. However, the most commonly
SENSITIVITY: Why Under-Sampling beats Over- used classification algorithms do not work well for
Sampling such problems because they aim to minimize the
A study on the two most common samplingoverall error rate, rather than paying specialrditbe
schemes used to adapt machine learning algoritomstb the positive class. Several researchers hagg toi
imbalanced classes and misclassification costs. Weldress the problem in many applications such as
look at under-sampling and oversampling, whiclraudulent telephone call detection, information
decrease and increase, respectively, the frequehcyretrieval and filtering, diagnosis of rare thyroid
one class in the training set to reflect the ddsiredeceases and detection of oil spills from satellite
misclassification costs. These schemes are atteactimages. There are two common approaches to tackle
as the only change is to the training data ratien to the problem of extremely imbalanced data. One is
the algorithm itself. It is hard to justify a morebased on cost sensitive learning: assigning a ¢igh
sophisticated algorithm if it cannot outperformto misclassification of the minority class, andrgyto
existing learners using one of these simple sampliminimize the overall cost. The other approach is to
schemes. Here, we study the sampling schemes amk a sampling technique: Either down-sampling the
how they affect the decision tree learner C4.gast majority class or over-sampling the minority class,
8 . We chose C4.5 not only because it is one of thmth. Most research has been focused on this
most commonly used algorithms in the machinapproach. SHRINK, for imbalanced classification.
learning and data mining communities but als@&HRINK labels a mixed region as positive (minority
because it has become a de facto standard agaicisiss) regardless of whether the positive examples
which every new algorithm is judged. For researcprevail in the region or not. Then it searchestfe
into cost sensitivity and class imbalance C4.best positive region. They made comparisons to C4.5
combined with under-sampling or over-sampling i@nd 1-NN, and show that SHRINK has improvement
quickly becoming the accepted baseline fom most cases. It uses the one-sided sampling
comparison. Using our own performance analysigechnique to selectively down sample the majority
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class. Over-sample the minority class by repligatin
the minority samples so that they attain the same s
as the majority class. Over-sampling does not asze [3]
information; however by replication it raises the
weight of the minority samples. Combine over-
sampling and down-sampling to achieve better
classification performance than simply down{4]
sampling the majority class. Rather than over-
sampling with replacement, they create synthetic
minority class examples to boost the minority class
(SMOTE). They compared SMOTE plus the down{5]
sampling technique with simple down-sampling, one
sided sampling and SHRINK, and showed favorable
improvement. Apply the boosting procedure to
SMOTE to further improve the prediction [6]
performance on the minority class and the overall F
measure.

We propose two ways to deal with the[7]
problem of extreme imbalance, both based on the
random Forest (RF) algorithm. One incorporatessclas
weights into the RF classifier, thus making it cost
sensitive, and it penalizes misclassifying the mitgo [8]
class. The other combines the sampling technigde an
the ensemble idea. It down-samples the majorityscla
and grows each tree on a more balanced data set. A
majority vote is taken as usual for prediction. W¢9]
compared the prediction performance with one-sided
sampling, SHRINK, SMOTE, and SMOTE Boost on
the data sets that the authors of those techniques
studied. We show that both of our methods have
favorable prediction performance.

12. CONCULSION

A new method called neighborhood cleaning
rule is described that utilizes the OSS princifet
considers more carefully the quality of the datdé¢o
removed. Certain algorithms specifically modify the
behavior of existing algorithms to make them more
immune to noisy instances, such as the IB3 algorith
for KNN, or pruning of decision trees, or soft magy
in SVM. The class distribution of training data and
classifier performance with respect to accuracy and
AUC is analyzed. The decision rules C4.5 produced
from uncertainty samples of roughly 1,000 instances
chosen by a probabilistic classifier were signifiity
more accurate than those from random samples ten
times larger. New techniques are been used to solve
the several issues of the rule based training @ita
the help of decision making process.
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